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ABSTRACT

1. What are called ‘intuitions’ in philosophy are just applications of our ordinary capacities for
judgement. We think of them as intuitions when a special kind of scepticism about those capac-
ities is salient. 2. Like scepticism about perception, scepticism about judgement pressures us into
conceiving our evidence as facts about our internal psychological states: here, facts about our
conscious inclinations to make judgements about some topic rather than facts about the topic
itself. But the pressure should be resisted, for it rests on bad epistemology: specifically, on an
impossible ideal of unproblematically identifiable evidence. 3. Our resistance to scepticism
about judgement is not simply epistemic conservativism, for we resist it on behalf of others as
well as ourselves. A reason is needed for thinking that beliefs tend to be true. 4. Evolutionary
explanations of the tendency assume what they should explain. Explanations that appeal to con-
straints on the determination of reference are more promising. Davidson’s truth-maximizing
principle of charity is examined but rejected. 5. An alternative principle is defended on which
the nature of reference is to maximize knowledge rather than truth. It is related to an externalist
conception of mind on which knowing is the central mental state. 6. The knowledge-maximiz-
ing principle of charity explains why scenarios for scepticism about judgement do not warrant
such scepticism, although it does not explain how we know in any particular case. We should
face the fact that evidence is always liable to be contested in philosophy, and stop using talk of
intuition to disguise this unpleasant truth from ourselves.

1. Scepticism about judgement.

When contemporary analytic philosophers run out of arguments, they appeal
to intuition. Intuitiveness is supposed to be a virtue, counterintuitiveness a
vice. It can seem, and is sometimes said, that any philosophical dispute, when
pushed back far enough, turns into a conflict of intuitions about ultimate prem-
ises: ‘In the end, all we have to go on is our intuitions’. Yet analytic philoso-
phy has no agreed or even popular account of how intuition might work, no
accepted explanation of the hoped-for correlation between our having an in-
tuition that P and its being true that P. Since analytic philosophy prides itself
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on its rigour, this blank space in its foundations looks like a methodological
scandal. What is intuition? Why should it have any authority over the philo-
sophical domain?

On closer inspection, putative examples of intuition tend to dissolve. Its
powers are easily exaggerated under the pressure of debate. I once heard a pro-
fessional philosopher argue that persons are not their brains by saying that he
had an intuition that he weighed more than three pounds. Surely there are bet-
ter ways of weighing oneself than by intuition. But such inapposite appeals to
intuition are not idiosyncratic misjudgements. They are signs of a deeper elu-
siveness.

In contemporary discussion of the philosophical use of intuition, the
canonical example is the judgement that the subject in a Gettier case does not
know. Edmund Gettier (1963) constructed cases in which someone has a jus-
tified false belief that P, has competently deduced the true conclusion that Q
from the premise that P, and on that basis has a justified belief that Q (in some
relevant sense of ‘justified’). Nevertheless, most philosophers judge, the sub-
ject, despite having a justified true belief that Q, does not know that Q. Since
Gettier’s article first appeared, the general consensus has been that such cases
refute the traditional analysis of knowledge as justified true belief. But doubts
have been raised about the soundness of the underlying methodology. For ex-
ample, there is some evidence that the judgement that the subject does not
know is not uniform across cultures (Weinberg, Stich and Nichols 2001). Why
should we attach so much weight to a mere intuition? Why should our having
it be good evidence for its truth?

The term ‘intuition’ tends to suggest something brute and simple. Yet, in
judging that the subject in a Gettier case does not know, we employ a complex
of cognitive capacities. Some of them are required because we are performing
a kind of thought experiment. Gettier’s cases are imaginary. To use one against
the traditional analysis of knowledge, we must make modal judgements of at
least two sorts. First, we must make a judgement of possibility: the case could
have occurred (as described neutrally, without use of ‘know’ or cognate terms).
Second, we must make a counterfactual conditional judgement: if the case had
occurred, then the subject would have had a justified true belief that Q with-
out knowing that Q. Together, these two judgements entail another judgement
of possibility: that there could have been someone who had a justified true be-
lief that Q without knowing that Q. That result is inconsistent with the princi-
ple that, necessarily, one knows that Q if and only if one has a justified true
belief that Q, and thereby forces the rejection of the analysis of knowledge as
justified true belief, because analyses are understood as implying statements
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of necessary and sufficient conditions. Thus one way of objecting to the use
of such cases to establish epistemological conclusions is to raise doubts about
the kinds of modal thinking on which it rests. How can we tell whether some-
thing non-actual is possible, or what would have been the case if it had oc-
curred? Is what is peculiarly problematic about intuition its use in thinking
about counterfactual possibilities?

The epistemology of modal thought is notoriously problematic. Neither
conceivability nor consistency is a safe guide to possibility. Nevertheless, there
are reasons to think that these problems miss the heart of concerns about in-
tuition. For a start, typical Gettier cases are quite mundane physical and psy-
chological possibilities. They hardly stretch our capacity for modal thinking to
the limit or beyond in the way that some bizarre, far-out thought experiments
seem to do in metaphysics. Although the traditional analysis of knowledge may
itself be intended to apply to all metaphysical possibilities whatsoever, both
mundane and far-out, a mundane counterexample is sufficient, though not
necessary, to refute it. For many practical purposes, it is advantageous to be
capable of recognizing some truths about mundane possibilities. I might rec-
ognize that the path I am on is dangerous by recognizing that I could easily
have failed to duck, and that if I had failed to duck then the falling stone would
have hit me. In general, when we have at least a partial ability to verify or fal-
sify the thoughts that R and that S, we typically also have in consequence at
least a partial ability to verify or falsify the thoughts that it could easily have
been that R and that if it had been that R then it would have been that S. We
can project a given cognitive capacity for dealing with the actual at least some
way into the possible, even though it is much clearer that we can do so than
how we can do so. Our capacity for somewhat reliable modal and counterfac-
tual thought is hardly surprising, for we cannot know in advance exactly which
possibilities are or will be actual. We need to make contingency plans. More-
over, thought about counterfactual cases often casts light on actual cases: even
if causation cannot be defined in counterfactual terms, we can learn much
about actual causal connections by thinking through counterfactual cases. In
practice, the only way for us to be cognitively equipped to deal with the actual
is by being cognitively equipped to deal with a variety of contingencies, many
of them counterfactual. Of course, a philosopher may raise specific sceptical
doubts about the reliability of modal thinking, but that concern is not the same
as the general concern about the reliability of intuition.

We can test the last point by supposing that a Gettier case is actual, and
that we know about it in adequate detail by standard empirical means. Indeed,
we can probably discover actual examples by trawling through history; failing
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that, we can bring about an actual Gettier case by playing a hoax on someone,
if we can be bothered. In reacting to the actual case, we can dispense with the
modal thinking about hypothetical Gettier cases. When we classify the case in
epistemic terms, we need not first judge that it has some further features, then
make the modal judgement that, necessarily, any case with those further fea-
tures is a case of justified true belief without knowledge, and finally infer the
conclusion that this is a case of justified true belief without knowledge. Rather,
in the light of our first-hand experience of the case, we can make that episte-
mological judgement without taking any detour through modal judgements
about hypothetical Gettier cases. Would this more direct procedure satisfy
those who doubt the Gettier intuition? Hardly. They will probably reply that
intuition is still required to classify the actual case as one of justified true be-
lief without knowledge. Yet the non-modal procedure involves the same ca-
pacity to classify empirically encountered cases with respect to knowledge as
we use when, for example, we classify a politician as not knowing the truth of
his claims about terrorists.!

The idea that intuition is required even to classify actual cases is elicited
by many appeals to such cases in metaphysics. For example, some revisionary
metaphysicians deny that there are mountains.? They deny a proposition of the
sort that G. E. Moore defended in his defence of common sense (Moore 1925).
They concede that microscopic particles exhibit collective behaviour in the
presence of which it is usual to believe that a mountain is present, but they
classify that belief as false. They hold that although the ordinary use of the
word ‘mountain’ has some utility, because it registers genuine discriminations
between different sorts of situation in which different sorts of action are ap-
propriate, it also embodies a mistaken metaphysical theory as to what the dif-
ference between those sorts of situation consists in (of course, sceptics who

! Objection: Modal and counterfactual thinking is applied here to what would happen if’
philosophers encountered real life Gettier cases. Reply: Scepticism about this application is not
crucial to scepticism about the Gettier intuitions. This reinforces the point that such scepticism
focusses on the application of epistemic rather than modal and counterfactual concepts.
Another objection: Nozick (1981, 172-96) analyses knowledge in counterfactual terms; on his
view, any judgement about knowledge implicitly involves judgements concerning counterfac-
tual conditionals. Reply: His analysis does not make philosophical judgements about knowl-
edge any more modal than non-philosophical ones are. Anyway, sceptics about epistemological
intuition make no appeal to counterfactual analyses of knowledge. After all, the way in which
Nozick reaches his conclusions exemplifies the very methodology about which they are scep-
tical. Nor would they regard their scepticism as undermined by growing evidence that counter-
factual analyses of knowledge are incorrect (Williamson 2000, 147-63). Their scepticism is
intended to get its grip irrespective of whether knowledge is a modal matter.

2 Van Inwagen 1995 and Horgan 1996 defend similar views. The text presents a typical
view without attempting to follow any one metaphysician in detail.
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doubt that there are really any mountains may also be committed to doubting
that there are really any words or beliefs, but let us ignore such complications
for the time being, just as the sceptics tend to do). The claim that there are no
mountains is usually regarded as counterintuitive. Even its proponents may con-
cede that it is counterintuitive, but argue that the cost to intuition is worth pay-
ing for the overall gain in simplicity, strength, logical coherence and conso-
nance with the results of the natural sciences that they attribute to their total
metaphysical system, of which the claim is a consequence. If their system also
entails that there could not have been mountains, then it contradicts the modal
intuition that there could have been mountains. But far more striking is the con-
tradiction between the non-modal claim that there are no mountains and the
common sense judgement that there are mountains, for example in Switzerland.
Whether or not they themselves agree that there are no mountains, many con-
temporary metaphysicians would think it philosophically naive to dismiss the
revisionary metaphysical system out of hand by appealing to our elementary
geographical knowledge that there are mountains in Switzerland. They may
concede that perception, memory and testimony contribute much to the judge-
ment, but insist that intuition also plays a part in judging that what there is in
Switzerland amounts to mountains, and that we cannot assume that such intu-
itions are reliable. Thus doubts about intuition also arise for non-modal judge-
ments. Even the straightforward perceptual judgement ‘Those are mountains’
(pointing in the Alps) is subject to such doubts, so they extend to what would
ordinarily be classified as judgements of perception rather than of intuition.

Examples involving empirically encountered cases suggest that scepticism
about intuition consists not in scepticism about a special kind of judgement
but in a special kind of scepticism about any judgement. That scepticism does
not target the most distinctive features of perception, memory, testimony, or
inductive or deductive inference. Rather, it targets our practices of applying
concepts in judgement. Let us call such scepticism scepticism about judge-
ment. It does not question the existence of an external world to which we are
causally related in the ways appropriate to perception, for example (at least,
not until the concepts of causation and perception themselves come under
scrutiny). Indeed, many sceptics about judgement are naturalists; their rheto-
ric is frequently scientistic. They present themselves as identifying ways in
which our conceptual practices need, or may need, revision in the light of sci-
entific advances that those practices, unsurprisingly, failed to anticipate. They
doubt that we should go on in the same way.

A sceptic about judgement need not advocate scepticism about all judge-
ments; total scepticism about judgement, if thoroughly applied, would result



114 Timothy Williamson

in total intellectual paralysis. The term ‘sceptic about judgement’ will be ap-
plied to those who are sceptical in the way just described about some contex-
tually relevant judgements. Whether their sceptical arguments generalize fur-
ther than they would like is another matter.

Sceptics about judgement question in particular our standards for applying
ordinary concepts in experience, for example the concept of a mountain, or the
concept of knowledge. Of course, ordinary modal concepts are not immune to
such attacks. Sceptics about judgement may criticize our standards for apply-
ing the concept of possibility, or of the counterfactual conditional. But such
criticisms are just more cases of scepticism about judgement; they are neither
the only cases nor uniquely central ones. There is a tendency to call judge-
ments ‘intuitive’ in a given context, whether or not they are modal in content,
when the form of scepticism that arises most saliently for them in that context
is scepticism about judgement. In that sense, even a perceptual judgement may
count as intuitive. Similarly, the existential judgement ‘There are mountains’
may be considered intuitive even though it is inferential, derived from the per-
ceptual demonstrative judgement ‘Those are mountains’ by a step of existen-
tial generalization. In what follows, the word ‘intuition’ will be used in that
loose way, without any purported reference to a mysterious faculty of intuition.

Like other sceptics, sceptics about judgement construct scenarios to ex-
plain how we could come to make the judgements at issue even if they were
false. The debunking explanation is supposed to convince us that massive de-
ception is at least possible. The scenarios for scepticism about judgement are
often distinctive in attempting to verify the scientific image of the world while
falsifying the manifest image, the common sense view of the world or what
passes for such in our culture. Sometimes they allow that the ability to use the
key terms of ordinary language (such as ‘mountain’) in the ordinary way con-
fers some evolutionary advantage, because it helps us communicate to each
other genuine but perhaps misdescribed differences between different situa-
tions. The disposition to apply such terms immediately on the basis of casual
observation contributes to practical efficiency. Such unreflective discrimina-
tions have survival value in harsh environments, where quick decisions are
needed. If our ancestors could not have made them before discovering the true
theory of reality, we should not be here. Although the physical theory embed-
ded in our intuitions has to be approximately correct in its predictions over a
limited range of practically important cases, we do not expect it to match or
even resemble the true physics in its representation of the underlying reality.
Why should we expect intuition to do much better elsewhere? The cheapest,
fastest and easiest conceptual route for us to making some useful discrimina-
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tions may run through dirty ways of thought that presuppose a false but con-
venient metaphysics.

In other cases, sceptics may regard a conceptual practice as of merely local
value, or even as doing more harm than good. For example, if standards for
applying the term ‘know’ vary radically with cultural background, then an evo-
lutionary explanation of my current standard is less plausible. The sceptic
might tell a different and more sociological story about the cultural role of
knowledge ascriptions that detaches them from their truth-conditions. The
story might imply that such ascriptions nevertheless fulfil a positive social
function to which their cultural variability adapts them. But we can also en-
visage more sinister stories, on which they somehow serve as instruments of
intellectual repression.

Traditional sceptics argue that we do not know that we are not in a scepti-
cal scenario; they do not argue that we actually are in such a scenario, for their
point is that we cannot know what our situation really is. For them, the claim
that we are in the common sense scenario is no better in epistemic status, but
also no worse, than the claim that we are in the sceptical scenario. By contrast,
many sceptics about judgement argue that we actually are in their sceptical
scenario, for example in which there are no mountains. If they hold that we
can recognise that their argument is sound, they must also hold that we can de-
duce that we are actually in their sceptical scenario. That involves them in no
immediate inconsistency, for their scepticism is intended to be partial; they
might compare it to scepticism about superstition. They present their views as
superior to intuitive judgements in compatibility with the results of the natur-
al sciences. They take for granted that those results have some positive epis-
temic status. Indeed, they often treat them as scientific knowledge. They feel
a crisis of confidence in common sense, but not in scientific method.

Sceptics about judgement need not puritanically insist that nobody should
ever say things like ‘There are mountains in Switzerland’. At least some of
their debunking explanations imply that in many everyday contexts those are
good, useful things to say: outside the metaphysics seminar, utterances of
‘There are mountains in Switzerland’ tend to have more desirable effects than
do utterances of ‘There are no mountains in Switzerland’. Discovering the true
theory of metaphysics will not change that. Even revisionary metaphysicians
can continue to say such things, just as they can continue to say things like
‘The sun will rise at 6 a.m. tomorrow’. But, they hold, those things are not
strictly and literally true: the sun will not strictly and literally rise at 6 a.m. to-
morrow, and there are not strictly and literally any mountains in Switzerland.
If we want to think what is really true, we must think with the learned; but for
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many purposes it is enough to say what is to all appearances true, and speak
with the vulgar. We can live most of our lives on the basis of a fiction, revi-
sionists may say; only when we take a more scientific attitude are we forced
to recognize the fiction for what it is.

Is intuition anything more than the last resort of dogmatic conservativism,
in its desperate attempt to hold back the forward march of scientific and meta-
physical progress? We may wonder how sceptics about judgement can prevent
their scepticism from spreading as far as the sciences themselves. For it infects
standard perceptual judgements, on which the natural sciences systematically
depend: microscopes, telescopes and other scientific instruments enhance or-
dinary perception but do not replace it, for we need ordinary perception to use
the instruments. Moreover, when scientists judge that a given complex body
of evidence of various kinds supports one theory against another, what is the
status of their judgement? In applying concepts of epistemic appraisal they are
not immune to scepticism about judgement. For instance, they are vulnerable
to it when they judge that empirical evidence tells against the reliability of in-
tuition. In practice, sceptics about judgement are often sceptical about only a
few intuitions or concepts at a time, but the underlying forms of argument are
far more general. We may suspect that scepticism about judgement is a bomb
that, if it detonates properly, will blow up the bombers and those whom they
hope to promote together with everyone else. But it does not follow that we
can dismiss scepticism about judgement as self-defeating. That the revolu-
tionary movement would be incapable of establishing a stable new government
of its own does not show that it is incapable of bringing the old government
down. At worst, sceptics about judgement are troublemakers who put on the
table arguments that we find powerful and in need of a proper response, irre-
spective of their dubious motives for putting them there.?

2. Intuitions and appearances.

Different forms of scepticism distinguish themselves from each other by ques-
tioning some things while leaving others unquestioned. The sceptic about in-
duction grants that all emeralds observed so far were green, in order to ques-
tion the distinctively inductive step to the conclusion that all emeralds will
always be green. The sceptic about deduction grants the premises that if P then
Q and that P of an inference by modus ponens, in order to question the dis-
tinctively deductive step to its conclusion that Q. The sceptic about testimony
grants that someone has said that it was raining, but questions whether she

3 Compare Feyerabend 1978, 143.
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spoke the truth. The sceptic about memory grants that my experience is as of
remembering that it was raining, but questions whether I really remember that
it was raining. Scepticism about perception grants that my experience is as of
seeing that it is raining, so that it visually appears to me that it is raining, but
questions whether the experience is veridical. In each case, the sceptic con-
cedes an evidential base, but accuses us of going illegitimately beyond it. For
the sceptic about judgement, often the only evidential base to hand short of
the disputed proposition itself is the conscious inclination to assent to that
proposition, to make the judgement.

If scepticism about judgement is treated by analogy with scepticism about
perception, then its evidential base will be described as intellectual appear-
ances, somehow analogous to perceptual appearances. George Bealer has de-
fended just such an account of intuitions as intellectual seemings (Bealer 1998,
207; Bealer 2002, 73). Of course, they lack the rich phenomenology of per-
ceptual seemings. In its perceptually appearing to one that something is the
case, almost always much else perceptually appears to one too: that various
things have various specific shapes and sizes, colours, sounds, tastes, textures,
smells .... By contrast, in the moment of its intellectually appearing to one that
something is the case, often little else intellectually appears to one. Perhaps
mathematical intuition can have a rich phenomenology, even a quasi-percep-
tual one, for example in geometry: but the conscious inclination to judge that
the subject in a Gettier case lacks knowledge is not like that. Any accompa-
nying imagery is irrelevant. Nevertheless, the phenomenological disanalogy
between perceptual seemings and intellectual seemings, in the sense of con-
scious inclinations to judgement, does not show that no epistemological anal-
ogy can be maintained.

Scepticism about perception typically narrows one’s evidential base to
one’s present internal mental state. When I can see and hear and feel that it is
raining, I might suppose my total evidence to include the fact that it is rain-
ing, available for assessing hypotheses, for example the hypothesis that the
grass will grow.* But the sceptic about perception insists that I have available
as evidence only the fact that it perceptually appears to me that it is raining,
for sometimes what perceptually appears to me is not the case. From that fact
about my present internal mental state I am challenged to reason legitimately
outwards to the conclusion about my external environment that it really is rain-
ing. The sceptic about perception asks by what right I treat the fact that it per-
ceptually appears to me that it is raining as good evidence that it is raining.

4 The word ‘fact’ is used throughout for true propositions.
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Scepticism about judgement narrows and internalizes our evidential base in a
similar way without going as far as scepticism about perception, since it does
not usually exclude mental states of other people or at other times. After read-
ing Gettier’s article, we might suppose our total evidence to include the fact
that the subject in a Gettier case lacks knowledge, as evidence available for as-
sessing hypotheses, such as the hypothesis that justified true belief is knowl-
edge. But the sceptic about judgement insists that we have available as evi-
dence only the fact that it intellectually appears to us (perhaps the members of
a restricted group) that the subject in a Gettier case lacks knowledge, in other
words, the fact that we are consciously inclined to judge that the subject lacks
knowledge, for sometimes what intellectually appears to us is not the case.
From that fact about our internal mental states we are challenged to reason leg-
itimately outwards to the conclusion that the subject in a Gettier case really
does lack knowledge. The sceptic about judgement asks by what right we treat
the fact that it intellectually appears to us that the subject in a Gettier case lacks
knowledge, the fact that we are consciously inclined to assent to that proposi-
tion, as good evidence that the proposition is true.

How does sceptical pressure psychologize our conception of our evidence?
Given that it is rational to proportion one’s degree of credence in a proposi-
tion to its probability on one’s evidence, those who assume that one must al-
ways be in a position to know what rationality requires of one will also tend
to suppose that one must always be in a position to know what one’s evidence
is. In that sense, they require an operational standard of evidence. They will
therefore be reluctant to admit any differences in evidence between sceptical
scenarios and the corresponding non-sceptical scenarios, for typically, if one
is in a sceptical scenario, one is in no position to know that one is not in the
corresponding non-sceptical scenario, and is therefore in no position to know
that one’s evidence differs from what it would have been in that non-sceptical
scenario. Since the fact that it is raining is not available as evidence in the scep-
tical scenario in which it merely perceptually appears to one that it is raining,
the fact that it is raining is held to be equally unavailable as evidence in the
non-sceptical scenario in which it really is raining, all one’s perceptual sys-
tems are functioning normally and one seems to perceive that it is raining. Sim-
ilarly, confronted with a philosophical example, it may appear as obvious to
us that P as that the subject in a Gettier case lacks knowledge, even though it
subsequently turns out to be false that P. For example, ‘P’ might stand for the
proposition in a subtle semantic paradox that if John says ‘Everything Mary
says is true’ then John speaks truly if and only if everything Mary says is true.
Although we may later be in a position to know that it is untrue that P, and
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therefore not obvious that P, nevertheless when we originally judged that P we
were not in a position to know that it was untrue that P, or even that it was less
obvious that P than that the subject in a Gettier case lacks knowledge, for we
were not then in a position to know the results of extended philosophical dis-
cussion of the example. A standard of evidence whose application can involve
contentious philosophizing is not operational in the intended sense. On any
standard of evidence on which our evidence includes the fact that the subject
in a Gettier case lacks knowledge, we are not always in the relevant sense in a
position to know what our evidence is. Contrapositively, we are always in a po-
sition to know what our evidence is only if our evidence does not include the
fact that the subject in a Gettier case lacks knowledge. Thus, for both percep-
tion and philosophical judgement, the demand for an operational standard of
evidence drives even many non-sceptics to adopt the psychologized standard
of evidence to which the sceptics appeal. By that standard, one’s evidence is
only the fact that it perceptually or intellectually appears to one that P, not the
fact that P itself.

The result is the uneasy conception which many contemporary analytic
philosophers have of their own methodology. They think that, in philosophy,
our ultimate evidence consists only of intuitions. Under pressure, they take that
not to mean that our ultimate evidence consists of the mainly non-psycholog-
ical putative truths that are the contents of those intuitions. Rather, they take
it to mean that our ultimate evidence consists of the psychological truths that
we have intuitions with those contents, whether true or false.’ That is, our ul-
timate evidence in philosophy amounts only to psychological facts about our-
selves. Nevertheless, they do not want the psychological fact that we have an
intuition that P to be perfectly neutral with respect to the non-psychological
question whether P, for that would lead to scepticism about philosophy, with
the possible exception of philosophy of mind and language. If we merely seek
the best explanation of our having the intuitions, without any presumption in
favour of their truth, we may find a psychological theory to explain them, but
how are we to answer the questions about a mainly non-psychological universe
that grip many metaphysicians and other philosophers? Perhaps intuitions
about thought and language have a special epistemic status, because they help
to constitute their own subject matter; but to generalize that claim to all intu-
itions in philosophy is to fall into a silly idealism. The nature of identity over

> A recent example is Brian Weatherson (2003, 27), who assumes that the argument
from Gettier cases against the justified true belief analysis of knowledge has the premise
‘Intuition says that Gettier cases are not cases of knowledge’ rather than the simpler ‘Gettier
cases are not cases of knowledge’.
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time, for example, is not a matter of thought or language: the question is how
things persist, not how we think or say that they persist. In explaining why we
have intuitions, analytic philosophy has a preference for explanations on which
those intuitions come out true over explanations on which they come out un-
true, but the justification for that preference remains unclear. Even if we have
an intuition that the former sort of explanation is better than the latter, why
should we give that intuition a special privilege over others by adopting a
methodology that assumes its truth? That our ultimate evidence in philosophy
consists of facts about intuitions and that explanations of those facts on which
the intuitions come out true are better (ceteris paribus) than explanations on
which they do not are themselves epistemological rather than psychological
claims. When taken far enough, the psychologization of philosophical method
becomes self-defeating. Psychologism is no more a psychological theory than
the Pythagorean doctrine that everything consists of numbers is a mathemati-
cal theory.®

The search for a purely operational standard of evidence is in any case vain.
It can be argued on quite general grounds that no standard of evidence is such
that we are always in a position to know what our evidence is (Williamson
2000, 93-113; 147-83). The general argument will not be rehearsed here, but
it is easy enough to gain some sense of the difficulty. Whatever Descartes
thought, facts about one’s own present consciousness are not always cogni-
tively accessible to one. For example, how am I to judge whether my present
conscious inclination to judge that P is strong enough to count as an intuition
that P? If all such inclinations count, no matter how weak, then the category
of intuition will lump together very weak and very strong intuitions: yet an ad-
equately fine-grained theory of evidence must surely discriminate between
very weak and very strong intuitions in evidential impact. If the strength of in-
tuitions is taken into account, the evidence will be recorded in something like
the form ‘I have an intuition of strength s that P’. The strength parameter s will
have to be specified according to some common scale, in order to permit the
comparisons between the strengths of sometimes conflicting intuitions which
the theory of evidence will need to make. But then there will be plenty of scope
for misjudging the strength of one’s intuitions. After all, philosophers defend-
ing a given position against opponents have a powerful vested interest in per-
suading themselves that the intuitions that directly or indirectly favour it are

¢ Pust 2001 argues carefully that the following principle is self-defeating: ‘Aside from
propositions describing the occurrence of her judgements, S is justified in believing only those
propositions which are part of the best explanation of S’s making the judgements that she
makes’. This represents a change in position from Goldman and Pust 1998.
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stronger than they actually are. The stronger those intuitions, the more those
who appeal to them gain, both psychologically and professionally. Given what
is known of human psychology, it would be astonishing if such vested inter-
ests did not manifest themselves in at least some degree of wishful thinking,
some tendency to overestimate the strength of intuitions that help one’s cause
and underestimate the strength of those that hinder it. If one tries to compen-
sate for such bias effects, one may be led to undercompensate or overcom-
pensate; the standpoint of consciousness gives one no very privileged access
to whether one has succeeded, for bias does not work by purely conscious
processes. Its effects are much easier to observe in others than in oneself. There
may be further obstacles to knowledge of one’s own intuitions too. For exam-
ple, philosophers with a tin ear for natural language sometimes seem to mis-
articulate their own strong intuitions, using forms of words that do not express
what they really want to say.

The foregoing arguments do not show that we are not often or typically in
a position to know what intuitions we have. The point is just that not even facts
about intuition meet the fully operational standard for evidence that was used
to exclude other facts. If sceptical scenarios for the claim that there are moun-
tains in Switzerland or that the subject in a Gettier case lacks knowledge mean
that our evidence in philosophy cannot include the non-psychological fact that
there are mountains in Switzerland or the fact that the subject in a Gettier case
lacks knowledge, then the sceptical scenarios just indicated for the claim that
we have an intuition that there are mountains in Switzerland or that we have
an intuition that the subject in a Gettier case lacks knowledge mean that our
evidence in philosophy cannot include the psychological fact that we have an
intuition that there are mountains in Switzerland or the fact that we have an
intuition that the subject in a Gettier case lacks knowledge. If we go down that
road, we shall soon have no evidence left. Once we relinquish the hopelessly
demanding operational standard for evidence, it is unclear why our evidence
should not include the non-psychological fact that there are mountains in
Switzerland or the fact that the subject in a Gettier case lacks knowledge.

The retreat to confining evidence to psychological facts might be defended
on more pragmatic grounds. In debate, one cannot hope to persuade opponents
by appealing to evidence that they do not accept. Predictably, they will accuse
one of begging the question. A fact can function as evidence in the debate only
if both sides are willing to accept it. If one party asserts that P while the other
party denies that P, they cannot use the fact that P as shared evidence, but they
can use the fact that the first party asserts that P as shared evidence, because
they presumably agree on that. More interestingly, the second party may also
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feel some inclination to judge that P, but resist it because they take it to be de-
feated by countervailing theoretical considerations. In that case, both parties
may agree that they share a conscious inclination to judge that P, an intersub-
jective rather than merely idiosyncratic phenomenon. They can therefore use
the fact that there is a shared intuition that P as shared evidence, of which they
will offer rival explanations. Perhaps the first party will say that we have the
intuition that P because we recognize the obvious fact that P, while the second
party says that we have the intuition that P because we are socially conditioned
to do so when we are inducted into a conceptual practice that is convenient for
everyday purposes but fails to fit the underlying facts and may even be inco-
herent. On the pragmatic view, what allows psychological facts about our in-
tuitions to serve as evidence in a given context is that they happen to be un-
controversial in that context, not that they are uncontroversial in all contexts,
or foundational in some deeper sense. Currently undisputed non-psychologi-
cal truths can be used as evidence too. We can get by with agreement on part-
icular pieces of evidence without having a fully operational standard for evi-
dence in general. This dialectical conception of evidence is applicable even to
an isolated thinker, for in isolation one can still play rival theories against
each other in one’s head. Virtual opponents suffice for much philosophical
thinking.

The dialectical standard does not favour the use of psychological facts
about our intuitions as evidence in all philosophical contexts for, as we have
seen, such facts can also be controversial. Disagreements sometimes arise as
to the strength of various intuitions, their genuineness or their proper expres-
sion. Some possible causes of such disagreement were noted above. Further-
more, the very idea of intuition is controversial in some philosophical circles.
Radical eliminativists about the mind may say ‘Research in neurophysiology
has shown that folk psychology is a false theorys; its ascriptions of mental states
and acts are never strictly and literally true, however convenient they may have
been’ (let us not ask whether radical eliminativists believe what they say). On
their view, humans are incapable of judging that P, because judging is a folk-
psychological propositional attitude; thus humans are never inclined to judge
that P, consciously or otherwise, and so never have the intuition that P. In par-
ticular, consistent radical eliminativists will not even concede that radical
eliminativism is counterintuitive, or that we have the intuition that we have be-
liefs and desires. If one wants to find common ground with radical elimina-
tivists, then one must rigorously depsychologize one’s evidence, and replace
intuitions by the results of brain scans. Similarly, sceptics about dispositions
doubt that anything or anyone is ever disposed or inclined to be or do anything.
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In particular, they will refuse to admit that anyone is really inclined to judge
anything, and therefore refuse to admit that anyone really has intuitions. Thus
the dialectical standard excludes the use of psychological facts about our in-
tuitions as evidence in some philosophical contexts.

There are general grounds for dissatisfaction with the dialectical standard
of evidence. To test one’s beliefs by one’s ability to persuade a sceptic of their
truth is to play a dangerous game. With that narrow common ground as one’s
basis, one has little chance of success. If one uses only premises and forms of
inference that a sceptic about perception will allow one, and therefore only
premises that are true and forms of inference that are valid even if one is a
brain in a vat, then one has little prospect of mounting a good argument to the
conclusion that one has hands. But it is widely, although not universally, ac-
knowledged that it does not follow that we do not know that we have hands.
To be genuine, knowledge need not be recoverable from an impoverished scep-
tical starting-point. After all, if one uses only premises and forms of inference
that sceptics about reason will allow one, then one cannot mount a good ar-
gument to the conclusion that there are good reasons. For since such sceptics
doubt that there are good reasons, they will allow one neither the proposition
that there are good reasons as a premise nor any form of inference (reasoning)
at all with which to reach it as a conclusion from some other starting-point.
But it would be frivolous to conclude, from that trivial point, that we do not
know that there are good reasons. Indeed, even sceptics about reason must
deny that conclusion to follow, for they deny that any conclusion follows.
Sometimes, in self-defence, one must abandon sceptics to their fate. Some
scepticism, such as scepticism about reason, is so radical that it leaves too lit-
tle unchallenged for what remains as shared evidence to be an appropriate
basis for evaluating the propositions under challenge. When one is warranted
in refusing to play the sceptic’s dialectical game, the dialectical standard of ev-
idence becomes irrelevant. In so refusing, one does not abandon one’s claims
to knowledge and reason, because the appropriate standard of evidence is non-
dialectical. By that standard, the sceptic’s peremptory challenge fails to dis-
qualify the challenged fact as evidence. One continues to assert propositions
of the disputed kind on the basis of appropriate evidence, without expecting
to be able to mount arguments for them using only premises and forms of in-
ference that sceptics about propositions of that kind will allow one. Since es-
cape from the radical sceptical predicament is impossible, one takes good care
not to get into that predicament in the first place.

Is the attitude just sketched a legitimate response to scepticism about judge-
ment? For example, may one take one’s evidence to include the fact that the
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subject in a Gettier case lacks knowledge or that there are mountains in
Switzerland, even though the sceptic about judgement denies one the right to
such evidence? In reaching one’s views, one does not restrict oneself to prem-
ises and forms of inference that sceptics about judgement will allow one, for
one regards their restricted evidence base as too wilfully impoverished to con-
stitute a reasonable starting-point for evaluating the propositions in which one
is interested. Sceptics about judgement have not shown that the facts that they
allow as evidence are really more certain than the facts that they disallow. In
particular, it is quite insufficient for them to point out that it is logically pos-
sible for us to judge that there are mountains in Switzerland even if there are
no mountains in Switzerland, for it is equally logically possible for us to judge
that we have the intuition that there are mountains in Switzerland even if we
lack the intuition that there are mountains in Switzerland.

Even if (let us pretend) facts about our intuitions were in some sense more
certain for us than all other facts, it would not follow that we should restrict
our evidence base to facts about our intuitions. For the extra information in a
much wider evidence base might be worth the cost in a slight loss of reliabil-
ity. After all, if logical truths were more certain than all other facts, it would
not follow that we should restrict our evidence base to logical truths: that
would prevent us from gaining any empirical knowledge. It would be scepti-
cism about everything except reason.

One might find this short way with the sceptic about judgement contrary
to the open spirit of philosophical discussion. The sceptic has serious concerns
of a recognizably philosophical kind: do they not deserve a fair hearing? How
can they be given such a hearing if the very propositions that the sceptic chal-
lenges are taken as evidence? Sceptics of any principled kind can indeed ex-
pect more tolerance in philosophy than in other disciplines. One can discuss
their scepticism with them without stepping outside the bounds of philosophy.
In talking to them, it is pointless to offer for their acceptance propositions that
one knows them to be unwilling to accept. In particular, it seems unphilo-
sophical to refuse to discuss scepticism about judgement with its proponents.
In conversation with them, it is dialectically pointless, rude, to offer as evi-
dence propositions that one knows them to reject. But the issue remains: what
implications, if any, does the outcome of such a conversation have for the epis-
temic status of belief in the propositions that the sceptic questions? Faced with
a sceptic about reason, or everything except reason, many philosophers would
be willing to start a conversation, out of politeness, curiosity, competitiveness
or the desire to save a soul. But their inability to achieve a dialectical triumph
over such a resourceful opponent does not oblige them to become sceptics
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about reason, or everything except reason, themselves. There is no bad faith
in continuing to claim knowledge of the contested truths. For the anti-sceptic
is not obliged to treat dialectic as the measure of all things. Indeed, the claim
that dialectic is the measure of all things faces self-defeat, for it cannot tri-
umph dialectically over its denial; even if it appeared to be getting the better
of the argument, would not taking that to establish its truth beg the question?
Similarly, even if one cannot establish dialectically, in dispute with the scep-
tic about judgement, that the subject in a Gettier case lacks knowledge or that
there are mountains in Switzerland, without bad faith one can still claim to
know that the subject in a Gettier case lacks knowledge or that there are moun-
tains in Switzerland.

The conception of our evidence in philosophy as merely psychological
facts to the effect that we have various intuitions does not withstand epistem-
ological scrutiny. But should we think of such facts concerning our own intu-
itions as merely psychological facts about us anyway?

3. Intuition and conservativism.

According to scepticism about judgement, that we have the intuition that P is
a merely psychological fact about us: typically, it has no bearing on the ques-
tion whether P. That attitude is hard to sustain with respect to one’s own intu-
itions. To have the intuition that P is to be consciously inclined to judge that
P. Suppose that I judge according to my inclinations. Judging that P is the ac-
tive form of believing that P. How can I regard it as a merely psychological
fact about myself that I believe that P? That P entails that whoever believes
that P has a true belief that P, for the belief that P is true if and only if P. There-
fore, in believing that P, I am committed to the belief that the belief that P is
true, and to the belief that I must continue believing that P if [ am to continue
believing the truth as to whether P7 Thus I cannot be cognitively neutral to-
wards my own beliefs. I must regard them as true beliefs, not as mere psy-
chological phenomena. Consequently, when I judge as I am inclined to, I can-
not be cognitively neutral towards my own intuitions. I am committed to them
in a way in which I am not committed to my own fantasies. This commitment
might be thought to explain the epistemic role of intuitions. They are what we
start from, the boat that we find ourselves in. Perhaps we can progressively re-
place them, but we cannot distance ourselves from all of them at once, for we
have nowhere else to stand. That is why one is bound to give primacy to one’s

7 For simplicity, propositions are assumed to be so individuated that they cannot change
in truth-value over time.
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own intuitions over those of other people in one’s philosophical thinking, even
when one knows only too well that the others have conflicting intuitions. By
contrast, when one treats intuitions as mere psychological phenomena, in the
evaluation of a psychological theory, data about one’s own intuitions carry no
greater evidential weight than do data about the intuitions of others: but when
one judges according to one’s inclinations, one cannot treat one’s own intu-
itions in that psychologistic manner.

The practical necessity of starting from where one is may be elevated to
normative status in a principle of epistemic conservativism: that one has a de-
feasible right to one’s beliefs, which right may be defeated by positive reasons
for doubt, but not by the mere absence of independent justification.? Thus one’s
belief that the subject in a Gettier case lacks knowledge or that there are moun-
tains in Switzerland gives one the defeasible right to rest arguments on the
premise that the subject in a Gettier case lacks knowledge or that there are
mountains in Switzerland.

In order to assess such an account of the role of intuitions, we must be
clearer about the relation between intuition and belief. For David Lewis, ‘Our
“intuitions” are simply opinions’ (Lewis 1983a, x). Are intuitions just beliefs?
In the previous sense, an intuition that P is a conscious inclination to judge
that P. For Peter van Inwagen, ‘Our “intuitions” are simply our beliefs — or per-
haps, in some cases, the tendencies that make certain beliefs attractive to us,
that “move” us in the direction of accepting certain propositions without tak-
ing us all the way to acceptance’ (van Inwagen 1997, 309; he adds parenthet-
ically ‘Philosophers call their philosophical beliefs intuitions because “intu-
ition” sounds more authoritative than “belief””). Even if one discounts
unconscious beliefs and the difference between the state of believing and the
act of judging, one can still distinguish the two accounts of intuition. For we
do not always follow our inclinations; someone inclined to believe that P may
nevertheless not believe that P. I am tempted to believe that a smooth stone is
smooth even at the microscopic level, but I resist the temptation because |
know better. In this respect, the analogy between intuitions and perceptual ap-
pearances is apt. When the stick looks bent in water, I am tempted to believe
that it is bent, but I resist the temptation because I know better. Background

8 See Harman (1986, 29-42) for a defence of epistemic conservativism, and Vahid 2003
for a recent critical survey of its varieties. For the sake of both simplicity and generality, sub-
tleties in the formulation of the principle have been glossed over. The closely related method of
reflective equilibrium described by Goodman 1965 and Rawls 1971 shows how a philosophi-
cal position can evolve from an original set of intuitions; it is discussed in several essays in
DePaul and Ramsey 1998.
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information can defeat our inclination to take perceptual or intellectual ap-
pearances at face value. The difference between belief and inclination to be-
lief may matter for the principle of epistemic conservativism.

Suppose that Justin has been brought up to believe that knowledge is to be
analysed as justified true belief. He is confronted for the first time with a Get-
tier case. He might immediately judge with confidence that the subject has jus-
tified true belief without knowledge, and abandon his old belief that justified
true belief is necessary and sufficient for knowledge; presumably, epistemic
conservativism then switches sides and starts supporting his new belief that
justified true belief is not necessary and sufficient for knowledge. But sup-
pose instead that Justin is more cautious, not wanting to assent to anything
tricky too readily. Although he is consciously inclined to judge that the sub-
ject has justified true belief without knowledge, he does not immediately give
in to that inclination, nor does he immediately abandon his ingrained belief
that justified true belief is necessary and sufficient for knowledge. It is not
clear that epistemic conservativism counsels abandoning the traditional analy-
sis in this situation. Although the Gettier case might be counted a positive rea-
son for doubting the traditional analysis, epistemic conservativism as formu-
lated above does not explain why it should. If Justin is asked ‘What reason is
there to doubt the traditional analysis?’, the answer ‘The subject in this possi-
ble case has justified true belief without knowledge’ would obviously be rel-
evant, since it expresses a proposition inconsistent with the traditional analy-
sis. But he is in a position to give that answer only if he already believes that
the subject in the Gettier case has justified true belief without knowledge.
Since he does not already believe that, he has to say something else. The an-
swer ‘I am inclined to believe that the subject in this possible case has justi-
fied true belief without knowledge’ might be relevant if the function of the
words ‘I am inclined to believe that’ were to signal tentative assent to the
proposition expressed by what follows, but Justin’s commitment to the tradi-
tional analysis may disincline him to give even tentative assent to a putative
counterexample unless he is forced to do so. If the function of the words ‘I am
inclined to believe that’ is instead to report his psychological state of being in-
clined to believe the proposition expressed by what follows, as their literal
meaning suggests, then the relevance of the answer to the original question is
far from obvious, for he has not yet given even tentative assent to the Gettier
case as a counterexample.

Might epistemic conservativism be extended to claim that one has a de-
feasible right to believe whatever one is inclined to believe? Such an exten-
sion is much less clearly motivated than the original principle by the idea that,
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since one must start from where one is, one has at least a defeasible right to
be where one is. A right to be where I am is a right to have the beliefs and in-
clinations that I have. That does not obviously include a right to follow those
inclinations to new places, especially when the beliefs that I already have
imply that those are bad places to go to, for example, when the inclinations
are to believe things inconsistent with my current beliefs. As the Gettier coun-
terexamples show, intuition can be revolutionary as well as conservative. If
currently believe that P, then I am currently committed to the belief that any
inclination to believe something that entails that it is not the case that P is an
inclination to believe something false. In the way in which I am committed to
the propositions that I believe, I am not committed to the propositions that I
am merely inclined to believe; I am merely inclined to commit myself to them
in that way. After all, a right to be where I am is of limited practical use un-
less it involves a right to stay where I am, to continue believing, at least for a
while, what I currently believe.

A further problem faces the attempt to base a response to scepticism about
judgement on the first person present tense of ‘believe’. Even if it explains
why one cannot regard one’s own current beliefs as the products of a sceptical
scenario, it does not explain why one should not think that most beliefs are
such products. If I believe that P, then I am committed to the belief that the be-
lief that P is true. That point can be generalized over all subjects at all times
in all possible worlds. But, obviously, the correct generalization does not imply
that if I believe that P, then you are committed to the belief that the belief that
P is true, for you may consistently believe that I am wrong —although of course
if you do believe that P, then you are committed to the belief that the belief
that P is true. Similarly, the correct generalization does not imply that if I be-
lieved yesterday or shall believe tomorrow that P, then I am committed today
to the belief that the belief that P is true; I may believe today that my evidence
yesterday or tomorrow is misleading — although of course if I believed yes-
terday or shall believe tomorrow that P then I was committed yesterday or shall
be committed tomorrow to the belief that the belief that P is true (see also
Williamson 2000, 219). Nor does the correct generalization imply that, if |
would have believed that P if things had been slightly different, then I am ac-
tually committed to the belief that in those counterfactual circumstances the
belief that P would have been true — although of course if I believed in those
circumstances that P then I would be committed in those circumstances to the
belief that the belief that P was true. While strongly committed to the truth of
my own actual present beliefs, I might regard the beliefs of other subjects and
my own beliefs at other times or in other possible circumstances as in massive
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error. I might take sceptical scenarios to prevail almost everywhere while in-
sisting that I happen not to be currently in one. But such a response to sceptic-
ism would be unimpressive, perhaps unstable. The admitted frequency of
sceptical scenarios in nearby situations constitutes an urgent reason for doubt-
ing one’s own beliefs; it triggers the defeating condition in the principle of
epistemic conservativism. One should beware of regarding oneself as too
happy an exception to sadly general trends.

Few of us regard ourselves as highly exceptional in having escaped the
worst scenarios for scepticism about perception. We think that such scenarios
are rare in worlds like ours. We find the brain in a vat scenario far-fetched. The
environment as we perceive it is full of creatures in regular perceptual contact
with that very environment. It takes no special luck or skill to avoid envatment:
human beings have never been in danger of it. Of course, sceptics will say that
such empirical claims about our environment merely beg the question against
them, for their truth is part of what the sceptic questions. But the empirical
claims were not addressed to sceptics, in a futile attempt to persuade them out
of scepticism. Instead, they figure in our appraisal of sceptical arguments, from
our current non-sceptical point of view.® We have to decide, without yet hav-
ing suspended our ordinary empirical beliefs, whether the acknowledged bare
metaphysical possibility of the sceptical scenarios gives us good reason to sus-
pend those empirical beliefs — not just for a few minutes in an epistemology
seminar, but for the rest of our lives. Most of us find the reason inadequate.
Bare possibilities of error, however picturesque, do not constitute an imminent
danger; the threat is not nearly urgent enough to warrant the drastic and costly
precautions that the sceptic recommends. For most purposes, we do not take
the sceptical possibilities seriously.

Our tendency to ignore sceptical possibilities cannot be explained by their
making no practical difference, for many of them make such a difference. If
you are a brain in a vat who does not really interact with other people, then
much of your altruistic behaviour is futile. Furthermore, there is a sceptical
scenario in which you will be subjected to unremitting horrible pain for years,
starting tomorrow, unless you immediately do what appears to you exactly like
going out and buying ten copies of the same newspaper: you do not even take
that elementary precaution (I bet). Of course, in another sceptical scenario,
you will be subjected to unremitting horrible pain for years, starting tomor-
row, if you immediately do what appears to you exactly like going out and buy-
ing ten copies of the same newspaper. If one takes all possibilities equally se-

¢ Compare Nozick 1981, 167.



130 Timothy Williamson

riously, they tend to cancel each other out for practical purposes. But that does
not imply that we are left back where we were before sceptical possibilities oc-
curred to us. If everything except your present consciousness is totally un-
known, why not simply indulge in sweet dreams? According to the thorough-
going sceptic, it is no more probable (epistemically) that you have hands than
that you are in a sceptical scenario in which you merely appear to have hands:
will you therefore reject a bet on which you win 10 euros if you have hands
and lose 100 euros otherwise on the grounds that its expected utility is nega-
tive, since 10/2 - 100/2 = -45 (if scepticism makes you doubt the enforceabil-
ity of the bet, that is no reason to accept it)? Surely it is a good bet, even if
you happen to be in an epistemology seminar at the time. We ignore radical
sceptical possibilities in practice, even when they are drawn to our attention,
because we do not rate them as epistemically serious possibilities. We make
that epistemic assessment from our non-sceptical perspective.

When we judge that in our world radical sceptical scenarios present no im-
minent danger to anyone, we do so on the basis of our own beliefs, but that
judgement depends on the specific content of those beliefs; it is not an auto-
matic consequence of epistemic conservativism by itself. We have a rich con-
ception of ourselves and our environment on which brains in vats are very far-
out physical possibilities. That conception also enables us to fill in specific
answers to the question ‘How do you know?’ as it arises on specific occasions,
for example by indicating relevant processes of perception, memory, testimony
and inference, although of course the conception need not figure amongst
premises from which the more specific knowledge was inferred, since the lat-
ter need not have been inferred at all. None of this amounts to a detailed dis-
section of the flaws in particular sceptical arguments. Rather, it provides the
appropriate background to our confidence that such flaws must be there.

Can we respond in the way just sketched to scepticism about judgement?
On our conception of our world, brains in vats are distant possibilities: what
of the scenarios on which the sceptic about judgement relies? Scepticism about
perception starts with actual perceptual errors and imaginatively radicalizes
them until it reaches brains in vats. Similarly, scepticism about judgement
starts with actual errors about witchcraft, oracles and magic and imaginatively
radicalizes them until it reaches the nonexistence of mountains. In both cases,
there is a trade-off between how remote the sceptical scenarios are (judged
from our current perspective) and how far-reaching a scepticism they moti-
vate. Very close possibilities motivate only a very limited scepticism; more re-
mote possibilities motivate a more general scepticism. The closer the possi-
bility, the more seriously it deserves to be taken. For scepticism about per-
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ception, we have at least a rough idea of what makes the more radical scenar-
i0s remote, the enormous practical obstacles to setting up all the requisite
causal mechanisms, not to mention the shortage of motivation for doing so.
For scepticism about judgement, what corresponds to those obstacles? Do we
even believe that the actual world is not full of apt scenarios for such scepti-
cism?

Suppose that most ordinary beliefs in most other cultures are false, because
the constituent concepts of those beliefs are somehow laden with false theo-
ries.!” Then the possibility that, for similar reasons, most ordinary beliefs in
our own culture are also false is too close to home to be dismissed as fanciful
or far-fetched. Scepticism about judgement gets a grip. A satisfying response
would put such sceptical scenarios far from other cultures, not just far from
one’s own.

Given empirical evidence for the approximate intertranslatability of all
human languages and a universal innate basis of human cognition, we may
wonder how ‘other’ any human culture really is. If we believe that P and that
others believe that P too, then we are committed to the belief that the others’
belief that P is true. But if the tendency of human beliefs to be true is merely
an accidental byproduct of our DNA, and other galaxies are rife with non-
human persons most of whose beliefs are false, because their constituent con-
cepts are laden with false theories, then scenarios for scepticism about judge-
ment are still dangerously close to home. Even if such scenarios are rare or
absent in the actual universe, but only by good luck, it remains uncomfortable
for the opponent of scepticism about judgement. If we are to refuse in good
conscience to take seriously the radical scenarios for scepticism about judge-
ment, we must do so from a perspective on which there is a quite general ten-
dency for beliefs to be true. Anything less than that will look like special plead-
ing on our own behalf.

4. Intuition and charity.

Some naturalists will argue on evolutionary grounds that beliefs tend to be
true, for creatures with too many false beliefs are unfit to survive. True beliefs
tend to cause one to get what one wants in a way in which false beliefs do not.
Truth conduces to success. That is not to deny that some false beliefs have sur-
vival value; the suggestion is only that on the whole truth is more conducive
than falsity to survival. Since we are arguing from our current perspective, on
which our world is governed by regularities that extend over past, present and

10 For present purposes it matters little how coarsely or finely cultures are individuated.
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future, we need not worry overmuch about scenarios for inductive scepticism
on which generalizations with only true instances up to some future time 7 have
false instances thereafter (in any case, scepticism about judgement is not scep-
ticism about induction). We can take past success as some guide to future suc-
cess.

How do true beliefs tend to cause success in action? This principle seems
central to the nature of belief and desire:

(D If an agent desires that P, and believes that if it does A then P, then
ceteris paribus it does A.

The ‘ceteris paribus’ clause in (1) covers the rationality of the agent, the ab-
sence of countervailing desires, and so on. Now if the agent desires that P, be-
lieves that if it does A then P, and does A, then P if the belief is true, so its de-
sire is realized. If its belief is not true, then it may well not happen that P. Of
course, that P may not help the agent if it is not good for the agent that P. We
might therefore construe the argument as supporting a stronger conclusion:
that evolution favours creatures who both believe what is true and desire what
is good for them.!'!

The act A is not something of which the creature has no idea. It conceives
A in believing that if it does A then P. If an agent does A without believing it-
self to be doing so, then the natural link between antecedent and consequent
in (1) is broken. For example, if you go north while believing that you are
going south, your action is not explained just by your desire to reach the oasis
and belief that if you go north then you will reach the oasis, (1) notwith-
standing. Perhaps the explanation is that, in addition, you desire even more
strongly to avoid your enemy and believe that he is at the oasis. Although such
examples do not refute (1), since the ‘ceteris paribus’ clause absorbs their
shock, they indicate that the rationale for (1) takes for granted that beliefs
about what one is doing tend to be true, which is a special case of the very
phenomenon that we are trying to understand. Therefore, in order not to as-
sume what needs to be explained, let us revise (1) thus:

2) If an agent desires that P, and believes that if it does A then P, then
ceteris paribus it acts so that it believes that it does A.

! If desiring that P were believing that it is good for one that P, the tendency to desire
what is good for one might be subsumed under the tendency to believe what is true: but one can
desire that P because one believes that it is good for everyone else, but not for oneself, that P;
altruism is possible.
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Given that you want to avoid your enemy, and believe that if you go south
then you will avoid him, one can use (2) to explain why you act so that you
believe that you go south, even though in fact you go north. Moreover, start-
ing from (2) rather than (1), one can still explain why it is good for an agent
to have true beliefs and desires for what is good for it. For if it desires that P,
believes that if it does A then P, and acts so that it believes that it does A, then
P if both beliefs are true, which is good for it if its desire is for what is good
for it.

Unfortunately, such a derivation explains much less than it appears to. For,
given (2), one can show in the same way for infinitely many deviant proper-
ties true* and good* that the combination of true* beliefs and desires for what
is good* for one yields (ceteris paribus) what is good (not just good*) for one.
To see this, consider an arbitrary mapping on propositions, taking the propo-
sition that P to the proposition that “P, subject to the constraint that it com-
mutes with logical operations, in the sense that the proposition that ~(it is not
the case that P) is the proposition that it is not the case that ~P, the proposition
that ~(if P then Q) is the proposition that if “P then ~Q, and so on. In other re-
spects, the mapping is arbitrary: for example, the proposition that (I am going
north) might be the proposition that you are eating slowly.

If a proposition is just the set of possible worlds in which it is true, then we
can construct such a mapping for any permutation Ttof possible worlds (a one-
one mapping of the possible worlds onto the possible worlds) by stipulating
that each world w belongs to the proposition that ~P if and only if T(w) be-
longs to the proposition that P. The mapping commutes with negation, for ex-
ample, because, for any world w, the following are equivalent: w belongs to
the proposition that ~(it is not the case that P); T{w) belongs to the proposition
that it is not the case that P; T{w) does not belong to the proposition that P; w
does not belong to the proposition that “P; w belongs to the proposition that
it is not the case that ~P. For similar reasons the mapping commutes with other
logical operations, such as the truth-functional conditional.

Alternatively, if propositions have quasi-syntactic structure, then we can
take an arbitrary mapping on their atomic constituents and extend it recursively
to complex propositions in the natural way. The mapping automatically com-
mutes with logical operations because the commutativity clauses are built into
its inductive definition.

Now define ‘true*’ and ‘good*’ by these equivalences:

3) That P is true* if and only if that ~P is true.
4 That P is good* for an agent if and only if that *P is good for it.
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Now suppose that an agent desires that P, believes that if it does A then P,
and acts so that it believes that it does A. Suppose further that both beliefs are
true*. By (3), since the proposition that if it does A then P is true*, the propo-
sition that ~(if it does A then P) is true. Since the mapping commutes with log-
ical operations, in particular with the truth-functional conditional employed
(by stipulation) in (1) and (2), the proposition that ~(if it does A then P) is the
proposition that if (it does A) then ~P. Thus the proposition that if (it does
A) then "P is true. By (3) again, since the proposition that it does A is true*,
the proposition that (it does A) is true. Since truth is closed under modus po-
nens, the proposition that *P is true. Suppose finally that what the agent de-
sires is good* for it. Thus that P is good* for it; therefore, by (4), that P is
good for it. In other words, something (that ~P) is the case that is good for the
agent: together, true* belief and desire for what is good* for one yield (ceferis
paribus) what is good (not just good*) for one.

From (2), we cannot conclude that the combination of true belief and de-
sire for what is good for one is any better for one than the combination of true*
belief and desire for what is good* for one. Yet, despite all the evolutionary
pressures, we have no special tendency to believe what is true* or to desire
what is good* for us. For example, that I am going north may be true* if and
only if you are eating slowly, and that I reach the oasis may be good* for me
if and only if it is good for me that you read your book. I have no special ten-
dency to believe that I am going north only if you are in fact eating slowly or
to desire that I reach the oasis only if it is in fact good for me that you read
your book. If we start without any correlation between belief and truth, con-
siderations of survival will not make the connection for us.

Suppose that we are trying to understand some aliens. We have an ex-
tremely plausible interpretation Int of their beliefs and desires. We define a
new interpretation Int* by specifying that, under Int*, an alien believes that *P
if and only if, under Int, it believes that P, and, under Int*, it desires that ~P if
and only if, under Int, it desires that P.'> Thus Int* ascribes a true belief just
where Int ascribes a true* belief; Int* ascribes a desire for what is in fact good
for one just where Int ascribes a desire for what is in fact good* for one. Int*
attributes bizarre contents to the aliens: under Int*, their beliefs about their en-
vironment have no tendency to be true, their bodily movements no tendency
to bring about the satisfaction of their desires. For example, under Int, an alien
desires that it will be cool and believes that if it jumps into the lake then it will

12 The definition of Int* assumes that the proposition that “P is the proposition that ~Q
if and only if the proposition that P is the proposition that Q; this condition is easily met. Int*
is also stipulated to ascribe to the aliens only beliefs and desires of the form that "P.
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be cool; it jumps into the lake and will be cool. Under Int*, it desires that (it
will be cool) and believes that ~(if it jumps into the lake then it will be cool),
in other words, that if (it jumps into the lake) then ~(it will be cool); it jumps
into the lake and will be cool. For definiteness, let that (it will be cool) and
that (it jumps into the lake) be that you were tall and that you went to bed
respectively. Thus, under Int*, the alien desires that you were tall and believes
that if you went to bed then you were tall; it jumps into the lake and will be
cool. Under Int, when it jumps into the lake it also believes that it jumps into
the lake and that it will be cool. Thus, under Int*, when it jumps into the lake
it believes that you went to bed and that you were tall. Int* make the aliens’
mental lives formally as rational and coherent in propositional content as Int
does; but Int* radically disconnects their mental lives from what is happen-
ing around them and from what they are physically doing, whereas Int keeps
them connected in the normal way. Moreover, Int* postulates no special
mechanism to help explain the strange disconnection. Surely Int* would mis-
interpret the aliens. Even if such radical disconnection is not metaphysically
impossible, it would occur only under highly abnormal circumstances. The
nature of mental content seems to favour Int over Int* in some constitutive
way. What is that way?

We could try to rule out Int* by proposing more specific constraints on the
internal interconnections of propositional attitudes for Int* to fail. But that ap-
proach is quite unpromising; it misses the point of the problem. There is plenty
of scope for tailoring the deviant interpretation Int* to meet even the more spe-
cific internalist constraints while still attributing mental lives radically dis-
connected from the environment and bodily behaviour. Rather, we need con-
straints on the relation between mental life and the external world. Much
contemporary philosophy consists of attempts to provide such constraints.

The attempts may be divided into the molecular and the holistic.'* The mol-
ecularist analyses mental contents into constituents, and for each constituent
tries to specify conditions for thinking with it. For example, a simple theory
of possession conditions for concepts says that to possess the concept moun-
tain one must, under optimal conditions specified without ascription of that
very concept, be willing to judge here is a mountain if and only if a mountain
is present. A simple verificationist theory of meaning states necessary and suf-
ficient conditions for the sentence ‘Here is a mountain’ to be canonically ver-
ified (or assertible). A simple causal theory of reference says that a thought
token refers to mountains if and only if it is causally related in a specified way

13 The terminology of ‘holism’ and ‘molecularism’ is hijacked from Dummett 1975 to
make a slightly different distinction.
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to mountains. And so on. More complex and sophisticated accounts can be de-
veloped in the same spirit.

If a molecularist account could be made to work, it might support many of
the conclusions of this paper. However, molecularist accounts face major ob-
stacles. For instance, it is hard for an account that is intended to provide non-
circular necessary conditions for concept possession to say anything non-triv-
ial about what the subject does in non-optimal conditions, where ignorance
and error are rife even amongst those who possess the concepts at issue; yet it
is hard for an account intended to provide non-circular sufficient conditions
for concept possession to say nothing non-trivial about what the subject does
in non-optimal conditions.

It is also hard to screen out the effects of the subject’s background theory
without circularity. For example, if the optimal conditions are specified with-
out ascription of the concept mountain, then they can presumably be met when
a revisionary metaphysician, a native English speaker with good eyesight and
open eyes, dissents in good visibility from the sentence ‘Here is a mountain’
in the middle of the Alps. The danger is that the possession condition would
count her as lacking the concept mountain, a highly implausible result. By any
reasonable standard she had the concept mountain before she developed her
revisionary metaphysics; since she fully understood the English word ‘moun-
tain’, she knew that it means mountain. Developing her revisionary meta-
physics did not make her cease to understand the word ‘mountain’; she un-
derstands the word in the normal way as used by other speakers, and therefore
knows that it means mountain; she still has the concept mountain. When she
denies that there are mountains, she is consciously disagreeing with common
sense, not talking past it. Similar problems plague verificationist theories of
meaning and even causal theories of reference.!4

It is similarly unclear how the causal connections are supposed to work in
non-optimal conditions or for speakers with non-standard background theo-
ries. Nor are causal connections always needed. Even for mountains, a com-
munity might think about them without ever having had any causal contact
with them, by having causal contact with hills and thinking of mountains as
like hills, only bigger.

The history of molecularist programmes gives no grounds for optimism
that such obstacles will eventually be overcome. That is not to imply that all
molecularist claims are hopelessly false. Many of them seem to be true ‘for

14 This argument is further developed in Williamson 2003. Although the arguments of
Quine 1951 against traditional conceptions of meaning and the analytic-synthetic distinction

look much weaker than they once did, his Duhemian challenge to the idea of sentences whose
meaning compels assent from one independently of one’s background theory remains apt.
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the most part’. What is doubtful is that they can be replaced by strictly true
claims that remain within the spirit of a molecularist programme.

The alternative to molecularism is holism. Although holism need not deny
that thoughts have constituent structure, its constraints on thinking given
thoughts apply at the level of the subject’s total system of thoughts, not at the
level of individual constituents; they are global rather than local. The most
salient holistic proposal is Donald Davidson’s principle of charity. According
to Davidson, ‘Charity is forced on us; whether we like it or not, if we want to
understand others, we must count them right in most matters’ (Davidson 1974,
197). He argues that good interpretation imputes agreement in the main be-
tween interpreter and interpreted; we can coherently conceive an omniscient
interpreter, agreement with whom guarantees truth; since the omniscient in-
terpreter’s interpretation is by hypothesis correct, good interpretation imputes
truth in the main (Davidson 1977, 200-1). Thus, by Davidson’s lights, the re-
visionary metaphysicians are bad interpreters if they interpret ordinary people
as in massive error, for example over the existence of mountains. Of course, a
revisionary metaphysician might claim that ordinary people do not really be-
lieve that there are mountains, but that seems to be an even worse misinter-
pretation. Davidson’s account directly implies a tendency for beliefs to be true.

Davidson’s principle of charity evokes massive disagreement. However, it
is not wholly to blame for the contentious conclusions that Davidson uses it to
draw. It figures in his notorious argument against the very idea of mutually in-
commensurable conceptual schemes, alien ways of thought or untranslatable
languages (Davidson 1974). But that argument also makes both the verifica-
tionist assumption that other creatures have beliefs only if we can have good
evidence that they have beliefs and the constructivist assumption that we can
have good evidence that they have beliefs only if we can have good evidence
as to which beliefs they have. Neither assumption follows from the principle
that beliefs tend to be true. Neither assumption is warranted, for we are far
from omniscient interpreters (compare Nagel 1986, 93-99). The aliens may be
able to interpret each other even if we cannot interpret them. More generally,
Davidson’s application of the methodology of radical interpretation to the phi-
losophy of language embodies a kind of ideal verificationism, on which agents
have just the intentional states that a good interpreter with unlimited access to
non-intentional data would ascribe to them. However, we could, as David
Lewis (1974, 110-11) recommends, treat the predicament of the radical inter-
preter as merely a literary device for dramatizing the question: how do the in-
tentional states of agents supervene on the non-intentional states of the world?
The sense in which that question concerns the determination of content is
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metaphysical, not epistemological. In this spirit, we could consistently accept
a principle of charity while allowing that alternative conceptual schemes are
possible."

If the role of the radical interpreter is inessential, so too is that of agree-
ment between interpreter and interpreted. Truth has priority over agreement:
the metaphysical version of Davidson’s principle of charity requires that agents
have mostly true beliefs. That is in effect a constraint on reference for the con-
stituents of beliefs or of the sentences that express them. Agreement is sec-
ondary; two agents with mostly true beliefs do not mostly disagree with each
other, although they may have few beliefs in common, if they have different
concerns, and may even tend to disagree over their limited common concerns.

Davidson’s principle of charity is too loose to figure in an algorithm for re-
ducing the intentional to the non-intentional. But present purposes do not re-
quire us to engage in the heroically ambitious quest for such a reduction. What
we need are correct nontrivial principles about propositional attitudes that
somehow link belief and truth, metaphysically rather than epistemologically.
Such principles can fall far short of reducing the intentional to the non-inten-
tional, even of fixing the supervenience of the former on the latter.

Even in its de-epistemologized, non-reductive version, Davidson’s princi-
ple of charity remains highly contentious. Massive error seems genuinely pos-
sible for a brain envatted only months ago.'® Philosophers have responded by
formulating revised principles that allow one to interpret another as in mas-
sive error when one would have been in massive error oneself in her circum-
stances. For example, Richard Grandy proposes ‘as a pragmatic constraint on
translation’ a principle of humanity: ‘the condition that the imputed pattern of
relations among beliefs, desires, and the world be as similar to our own as pos-
sible’ (Grandy 1973, 443). Even if we treat the principle of humanity as a meta-
physical constraint on content, rather than a pragmatic constraint on transla-
tion, it says nothing directly about any tendency for beliefs to be true. However,
since each of our beliefs commits us to regarding it as true, and therefore as
having that relation to the world, one could argue that the principle of human-
ity requires the beliefs of others to tend to have the same relation to the world,
and therefore to be true too. Perhaps humanity implies at least a limited ver-

15 By contrast, McGinn treats radical interpretation as an epistemological problem, and
explicitly allows for uninterpretable believers (McGinn 1986, 367). For a recent discussion of
Davidson on radical interpretation, see McCulloch 2003, 94-108. For simplicity, the present
paper ignores several vast issues about radical interpretation (the relation between thought and
language; indeterminacy and inscrutability; ...).

16 Klein 1986 discusses of Davidson’s treatment of sceptical scenarios. See McCulloch
2003, 126-40 for a recent discussion of the difficulty of interpreting brains in vats.
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sion of charity, although the vagueness of ‘similarity’ between patterns of re-
lations makes it hard to tell. But the anthropocentrism of the principle of hu-
manity is suspect. After all, we humans are prone to peculiar logical and stat-
istical fallacies: once we recognize a quirky design fault in ourselves, it would
be perverse to prefer, on metaphysical principle, interpretations of non-human
aliens that attribute the same design fault to them. Although humans are the
clearest examples of rational agents with which we are familiar, we are also
clear that there could be far more rational agents than we are. On their meta-
physical reading, anthropocentric principles of charity implausibly imply that
the very nature of content militates against the possibility of superhuman
rationality.

Other principles of charity put a premium on rationality or coherence, in-
ternalistically conceived. But they do not explain the superiority of the sens-
ible interpretation Int over the silly Int* above. Even those that enjoin the min-
imization of inexplicable error or ignorance rely on there being further
principles, so far unspecified, for explaining error and ignorance when they
are legitimately attributed: whatever those further principles are, they will do
much of the work in specifying the relations between mind and world. We need
to make a new start.

5. Knowledge maximization.

Suppose that Emanuel has an ill-founded faith in his ability to discern char-
acter and life-history in a face. On that basis he forms elaborate beliefs about
passers-by, in which he is confident enough to bet large sums when the op-
portunity offers, which it rarely does. By sheer luck he has won such bets so
far, which has increased his confidence in his powers, although many other
beliefs that he has formed in this way are in fact false. Now Emanuel sees a
stranger, Celia, standing some distance away. Looking at her face, he judges
‘She is F, G, H, ...”; he ascribes a character and life-history in considerable
detail. In fact, none of it fits Celia. By pure coincidence, all of it fits someone
else, Elsie, whom Emanuel has never seen or heard of. Does the pronoun ‘she’
as used by Emanuel in this context refer to Celia or to Elsie? Which of them
does he use it to express beliefs about? He accepts ‘She is standing in front of
me’, which is true if ‘she’ refers to Celia but false if it refers to Elsie. How-
ever, he also accepts ‘She is F’, ‘She is G°, ‘She is H’, ..., all of which are
false if ‘she’ refers to Celia but true if it refers to Elsie. We may assume that
the latter group far outweighs the former. A principle of charity that crudely
maximizes true belief or minimizes error therefore favours Elsie over Celia as
the referent of the pronoun in that context. But that is a descriptive theory of
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reference gone mad. Emanuel has no beliefs about Elsie. He has many beliefs
about Celia, most of them false. In virtue of what is Emanuel thinking about
Celia rather than Elsie?

A causal theorist of reference will point out that Emanuel’s use of ‘she’ in
this context is causally related to Celia. Of course, it may be causally related
to Elsie too — she may have saved Celia’s life by performing the plastic sur-
gery on Celia’s face that helped cause Emanuel’s beliefs — but not in the right
way for reference, whatever that is. In this case, the specific link is that
Emanuel is looking at Celia and using ‘she’ as a visual demonstrative. But to
say that he is using ‘she’ as a visual demonstrative is to say little more than
that he is using it so as to refer to what he is looking at, and we may hope to
say something more useful about what sets up this link between vision and ref-
erence. A natural idea is this. The perceptual link from Celia to Emanuel mat-
ters because it is a channel for knowledge. If ‘she’ refers to Celia, then, in the
circumstances, Emanuel expresses knowledge when he says ‘She is standing
in front of me’, although of course not when he says ‘She is F’, ‘She is G’,
‘She is H’, ..., since they are false. If ‘she’ refers to Elsie, then of course
Emanuel does not express knowledge when he says ‘She is standing in front
of me’, since it is false, but he also fails to express knowledge when he says
‘She is F’, ‘She is G’, ‘She is H’, ..., even though they are true. Emanuel is
in a position to know of Celia that she is standing in front of him; he is not in
a position to know of Elsie that she is F, G, H, .... The same contrast holds,
more fundamentally, at the level of thought. The assignment of Elsie as the ref-
erent in Emanuel’s beliefs gains no credit from making them true because it
does not make them knowledge. The assignment of Celia wins because it does
better with respect to knowledge, even though it does worse with respect to
true belief.

Such examples are of course just the analogue for demonstrative pronouns
of examples that Kripke and Putnam used to refute descriptive theories of ref-
erence for proper names and natural kind terms. In effect, such theories are
special cases of a truth-maximizing principle of charity. Perhaps the funda-
mental mistake in descriptive theories of reference is to try to make true be-
lief do the work of knowledge.

As for causal theories of reference, the postulated link between knowledge
and reference suggests a schematic explanation of both their successes and
their failures. Roughly: a causal connection to an object is a channel for ref-
erence to it if and only if it is a channel for the acquisition of knowledge about
the object. Often, a causal connection is a channel for both. Equally, a non-
causal connection to an object is a channel for reference to it if and only if it
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is a channel for the acquisition of knowledge about the object. Sometimes, a
non-causal connection is a channel for both. It was in any case clear that causal
theories of reference and causal theories of knowledge were closely linked in
their successes and failures. Both faced the problem of deviant causal chains,
of specifying which causal chains carry the relevant intentional link. Both
faced the problem of mathematics, which appears to exhibit both non-causal
reference to abstract objects and non-causal knowledge about them.

The proposal is to replace true belief by knowledge in a principle of char-
ity constitutive of content. But how can doing so help with the objection that
massive error is possible? Presumably knowledge implies true belief. Unless
the agent is inconsistent, any case of massive error is also a case of massive
ignorance. At first sight, the objection only makes the problem worse. How-
ever, it is independently obvious that our knowledge is dwarfed by our igno-
rance. The right charitable injunction for an assignment of reference is to max-
imize knowledge, not to minimize ignorance (which is always infinite).!”

Suppose that under some assignment of reference a brain in a vat has
mainly true beliefs about electrical impulses in the computer that controls it.
If we are still disinclined to accept the assignment, a natural reason to give is
that the brain is not in a position to know about the electrical impulses. If we
are inclined to accept the assignment, we are likely to think that the brain is in
a position to know about them.

Here is a simpler case. A fair coin has been tossed. In fact it landed heads.
The agent cannot see or otherwise know which way up it landed, but is easily
convinced by what are really just his own guesses. He sincerely asserts ‘Toda’.
Is a point in favour of interpreting ‘Toda’ to mean ‘It landed heads’ rather than
‘It landed tails’ that it has him speaking and believing truly rather than falsely?
Surely not. The true belief would no more be knowledge than the false belief
would be. Although Davidson’s principle of charity does not imply that ‘Toda’
cannot mean ‘It landed tails’, since data from other cases might outweigh the
current data, it does imply that this case provides a defeasible consideration in
favour of interpreting ‘Toda’ as ‘It landed heads’ rather than ‘It landed tails’,
which it does not. The point extends to less irrational beliefs. If we interpret
someone as judging on purely probabilistic grounds that ticket » did not win
the lottery, our interpretation gains or loses no credit dependent on whether

17 The substitution of knowledge for truth in a principle of charity is proposed in con-
nection with a knowledge-based account of assertion at Williamson 2000, 267.
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ticket n did in fact win, since either way the agent in the circumstances could
not have known that it did not win.'8

As already emphasized, knowledge maximization is to be understood as
primarily a metaphysical principle about the nature of reference, only second-
arily as an epistemological principle about the proper methodology for the as-
cription of reference, insofar as the former determines the latter. The nature of
reference is to serve knowledge. The idea is obviously and regrettably vague;
but it is not vacuous, as we have already seen.

Knowledge maximization is not in danger of absurdly imputing knowledge
of quantum mechanics to stone age people. For they were not in a position to
know about quantum mechanics, so assigning quantum mechanical properties
or relations as the referents of their terms would not yield an interpretation on
which they knew about those properties or relations. Objective limits on what
subjects are in a position to know appropriately constrain the maximization of
knowledge by the assignment of reference. Unless it is raining, one does not
know that it is raining. Even if it is raining, one may lack the kind of causal
contact with the rain that one needs in order to know that it is raining. The
compositional structure of sentences and thoughts further constrains the as-
cription of knowledge, because the inferential processes in which subjects en-
gage are sensitive to that structure: to interpret those processes as leading to
knowledge, one must interpret them as valid inferences.

The more abundant ontology is, the more objects, properties and relations
there are, the more scope there often is for an assignment of reference on which
we know. Conversely, the sparser ontology is, the fewer objects, properties and
relations there are, the greater the danger that we do not know on any assign-
ment. But the correlation is imperfect, for a sparse ontology sometimes facil-
itates knowledge by reducing the number of wrong answers clustered around
the right one and hard to distinguish from it. Knowledge maximization tilts
the playing field in our favour without guaranteeing us victory."

One might still fear that the knowledge maximization principle is over-
charitable. Suppose, for example, that I can see only a small part of a ball, the
rest of which is hidden by some obstacle. I judge of the ball ‘It is red’. Un-

¥ An interpretation on which the agent believes that ticket n did not win might do better
than one on which the agent believes that ticket » won, even though neither constitutes knowl-
edge, if the former attributes more knowledge of chances to the agent than the latter does.

19 Even if ontology is abundant, the nature of reference may also embody a bias towards
more natural referents over less natural ones (see Lewis 1983a and, for the link with issues
about intuition, Weatherson 2003). Might that counteract the bias towards knowledge? Not nec-
essarily: the bias towards the natural in reference may reflect a bias towards the natural in
knowledge.
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known to me, the rest of the ball is green, so that the ball as a whole does not
qualify as red. I falsely believe, and do not know, that the ball is red; what I
know is that the visible part of the ball is red. Does knowledge maximization
imply, falsely, that the visual demonstrative ‘it’ refers to just the presently vis-
ible part of the ball rather than to the whole ball? No. I am also disposed to
judge ‘It is a ball’ and to infer from that judgement and ‘It is red’ to the con-
clusion ‘There is a red ball’. If the visual demonstrative in ‘It is a ball’ is made
to refer to the ball part, then the latter judgement is made false, and my knowl-
edge of the visually presented ball that it is a ball is lost. If the visual demon-
strative in ‘It is a ball’ is made to refer to the whole ball, then my inference to
the conclusion ‘There is a red ball’ is fallacious. My use of the visual demon-
strative is quite insensitive to the supposed shift in its reference. The two to-
kens of ‘it” advert to a single mental file. But such confusion in the use of the
file would undermine its capacity to function as a repository of knowledge,
whether concerning the ball that it is a ball or concerning the ball part that it
is red, and thereby subverts the point of imputing it. Thus the reference-shift-
ing strategy fails to maximize knowledge. Of course, these considerations pro-
vide only a foretaste of all that is relevant. The next stage might be to ques-
tion the reference of ‘red’ and ‘ball’. But it is already appreciable that the
holistic character of the considerations gives plenty of scope for the knowl-
edge maximization principle to get the right answer, and arguably for the right
reasons.

Another doubt about knowledge maximization concerns variants of the
Celia/Elsie case above in which Emanuel knows independently that Elsie is F,
G, H, .... However, he can still use ‘she’ as a visual demonstrative to refer to
Celia in judging ‘She is F’, ‘She is G, ‘She is H’, ..., thereby expressing false
beliefs about Celia rather than knowledge about Elsie, because those judge-
ments are not causally based on his independent knowledge of Elsie, and there-
fore fail to express that knowledge. Of course, in a further variant of the case,
Emanuel makes the identity judgement ‘She is Elsie’, and then judges ‘She is
F’, ‘She is G, ‘She is H’, ..., on the basis of inference from the identity judge-
ment and the premises ‘Elsie is F’, ‘Elsie is G, ‘Elsie is H’, ..., so that his in-
dependent knowledge of Elsie is causally active in his reaching the conclu-
sions. Even in that case, knowledge maximization still does not warrant
assigning Elsie as the referent of the visual demonstrative ‘she’. If knowledge
is sensitive to differences in mode of presentation, and ‘she’ is associated with
a visual mode of presentation, then the judgement ‘She is Elsie’ does not con-
stitute knowledge; consequently, the further judgements derived from it also
fail to constitute knowledge. On the other hand, if knowledge is not sensitive
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to differences in mode of presentation, then assigning Elsie as the referent of
‘she’ merely makes the judgements ‘She is F’, ‘She is G’, ‘She is H’, ..., con-
stitute the same knowledge as ‘Elsie is F’, ‘Elsie is G, ‘Elsie is H’, ..., already
constitute; no knowledge is gained. Moreover, that assignment also makes
judgements such as ‘She is standing in front of me’ fail to constitute knowl-
edge, whereas they do constitute knowledge on the assignment of Celia as the
referent of ‘she’. Hence the correct assignment (Celia) involves the ascription
of more knowledge than the incorrect one (Elsie) does. Thus knowledge max-
imization does not involve the misinterpretation of such cases. Consideration
of the inferential role of the perceptual demonstrative, as in the case of the ball,
confirms that conclusion.

The knowledge maximization principle does not make the ascription of
knowledge come too cheap. By contrast, Davidson’s principle of charity would
give good marks to an interpretation on which stone age people assented to
many truths of quantum mechanics, if it happened to fit the compositional
structure of their language. He tries to recover a plausible epistemology by ex-
tracting epistemological consequences from his principle of charity by appeal
to the immunity from massive error that it is supposed to grant. That immu-
nity is holistic: it is consistent with the falsity of almost any given one of our
beliefs, given enough compensating truth elsewhere in the system. In particu-
lar, my belief that I have hands enjoys no immunity from error. The supposed
immunity from massive error does not explain how I know that I have hands:
likewise for most of what we ordinarily take ourselves to know. Davidson adds
an appeal to causal constraints on reference in simple cases, but formulates
the constraints too crudely to permit any straightforward connection with
knowledge (Davidson 1991, 196-7). Even if my belief that P is caused by what
it is about, I may fail to know that P because the causal chain is somehow de-
viant. When Davidson tries to explain how his principle of charity yields
knowledge, he appears to rely on something like the pre-Gettier assumption
that justified true belief is knowledge.?

A subtler attempt to extract knowledge from Davidson’s principle of char-
ity exploits beliefs that one knows. Very often, when one believes that P, one

20 “There is at least a presumption that we are right about the contents of our own minds;
so in the cases where we are right, we have knowledge’ (Davidson 1991, 194); ‘Anyone who
accepts perceptual externalism knows he cannot be systematically deceived about whether there
are such things as cows, people, water, stars, and chewing gum. Knowing why this is the case,
he must recognize situations in which he is justified in believing he is seeing water or a cow. In
those cases where he is right, he knows he is seeing water or a cow’ (Davidson 1991, 201). See
also Davidson 1983.
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also believes that one knows that P?! If one believes truly that one knows that
P, then one does know that P. Does maximizing true belief therefore indirectly
maximize knowledge too? The detour through second-order belief is un-
promising. First, it depends on the assumption that the relevant agents are to be
interpreted as believing that they know. Of course, we often believe that we
know; for that matter, we often know. But the aim was to derive the conclusion
that agents in general often know from a truth-maximizing principle of char-
ity; that agents in general often believe that they know has not been derived
from such a principle. Second, even granted that they believe that they know,
Davidson’s principle attributes no special status to beliefs of that form; an in-
terpretation might sacrifice them all as false and still maximize true belief over-
all by making enough other beliefs true. Third, the account does not generate
attributions of knowledge to simple creatures who lack the concept of knowl-
edge and therefore cannot believe that they know; surely they can have knowl-
edge without having the concept of knowledge.?? Truth maximization lacks
most of the epistemological rewards of knowledge maximization.

Quine endorses as a canon of translation the epistemological-sounding
maxim ‘Save the obvious’ (Quine 1970, 82; compare Quine 1960, 59): do not
interpret the natives as dissenting from obvious truths. On that basis he argues
that apparent deviations in logic are mere artifacts of bad translation. Although
this appears to invoke a knowledge-related standard of charity, like the prin-
ciple of knowledge maximization, Quine insists on interpreting ‘obvious’ be-
haviouristically rather than epistemologically.”? His intended maxim is that
translation should preserve general assent. Without further argument, we can-

2! The principle cannot be exceptionless, otherwise having any belief involves having
infinitely many beliefs of increasing complexity.

22 Davidson might be willing to deny that one can have knowledge without the concept
of knowledge, for he denies that one can have beliefs without the concept of belief: ‘Someone
cannot have a belief unless he understands the possibility of being mistaken, and this requires
grasping the contrast between truth and error — true belief and false belief’ (Davidson 1975,
170). Whether or not he would extend it to knowledge, Davidson’s argument is unconvincing,
for it conflates de re and de de dicto readings. Grant for the sake of argument that, to believe
that P, one must grasp the contrast between the state of affairs that P, which is in fact the con-
dition for the belief to be true, and the state of affairs that it is not the case that P, which is in
fact the condition for the belief to be false (the de re reading). Even so, Davidson does not
explain why one must grasp it as the contrast between the condition for the belief to be true and
the condition for it to be false (the de dicto reading), which is what he needs. Thus he leaves it
obscure why a creature with the concept of negation could not have a belief without the con-
cept of belief.

2 ‘T must stress that I am using the word “obvious” in an ordinary behavioral sense, with
no epistemological overtones. When I call “1 + 1 =2” obvious to a community I mean only that
everyone, nearly enough, will unhesitatingly assent to it, for whatever reason; and when I call
“It is raining” obvious in particular circumstances I mean that everyone will assent to it in those
circumstances’ (Quine 1970, 82).
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not conclude that sentences that enjoy general assent are true, for we can as-
sume neither that every sentence to which speakers of another language assent
can be translated into English nor that every sentence to which speakers of
English assent is true — naturally, it is hard for us, as speakers of English, to
produce a counterexample. Like Grandy’s principle of humanity, Quine’s
maxim on its behavioural reading tends to project our design faults onto oth-
ers. For example, it discourages us from translating a sentence to which the
natives universally assent by a simple logical truth from which many speakers
of English dissent through intellectual confusion. On an epistemological read-
ing, the maxim is not vulnerable to that criticism, for confused speakers can
dissent from what is obvious.

Knowing is itself an intentional state. How much a given subject would
know on a given assignment of reference is an intentional question. That would
be a serious problem if we were trying to use the principle of knowledge max-
imization in a reduction of the intentional to the non-intentional. But the pres-
ent aim is different. The issue was whether there is any theoretical basis to pre-
dict a general, highly defeasible tendency for beliefs to be true. We have found
some reason to suspect that the nature of reference is to work in a knowledge-
maximizing way. If so, the nature of reference grounds a mild tendency for be-
liefs to constitute knowledge. Since knowledge entails truth, the nature of ref-
erence grounds a mild tendency for beliefs to be true, even though maximizing
knowledge is not equivalent to maximizing true belief.

On a more internalist proposal, the nature of reference is to maximize jus-
tified belief rather than knowledge, where justified beliefs can be false. But
such internalism makes the bearing of reference on justification obscure. Sup-
pose that I have a few factual memories of a brief acquaintance, which I express
using the pronoun ‘he’. The assignment of one reference rather than another to
‘he’ seems to make no difference to the internalist justification of my memory
beliefs; it makes an obvious difference to whether they constitute knowledge.
Similarly, internalist considerations of justified belief are much less likely than
externalist considerations of knowledge to explain why the silly interpretation
Int* in the previous section is worse than the sensible connection Int, for the
permutation of contents preserves internal connections but not knowledge. The
external involvement of knowledge exactly suits it to constrain reference.

Is it surprising for reference to maximize knowledge? Reference concerns
what mental states and acts are about. Knowledge is one mental state amongst
many. Why should it play a privileged role in determining what all of them are
about? One answer is that knowledge is not just one mental state amongst
many. A creature that is not aware of anything at all has no mental life. It lacks
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genuine intelligence. Although intelligent life does not consist solely of aware-
ness, it is intelligent only because appropriately related to awareness of some-
thing. But to be aware is to know: one is aware that P if and only if one knows
that P. Intelligent life is life appropriately related to intelligent action, and in-
telligent action is action appropriately related to knowledge. In a paradigm of
intelligent action, given a desire that P, one knowingly does A, knowing that
if one does A then P. One can believe that one does A and that if one does A
then P, even truly, without knowing, but in such cases the action is defective;
they are to be understood in relation to non-defective cases. The function of
intelligent action involves the application of knowledge to realize the agent’s
ends. In unfavourable circumstances, only mere beliefs are available, and in-
tentional action does not function properly, although with good luck it may
still achieve the desired end, just as other defective processes sometimes issue
in the intended product.?

When conditions are unfavourable, the agent is not in a position to know
anything much, just as a victim of total paralysis may not be in a position to
do anything much. Intentional action may be limited to pursuing a line of
thought. For a brain in a vat, both knowledge and action may shrink to the in-
ternal: but that pathological case does not reveal their underlying nature, for it
does not show them to be equally shrunken in more normal cases. Rather, the
pathological cases are parasitic on the normal ones.

Given the central role of knowledge in intelligent life, the intimate relation
between knowledge and reference is hardly surprising. Reference maximizes
knowledge because it serves knowledge and should therefore impose no in-
dependent limitation on it. Consequently, the nature of reference is not to be
strictly neutral between true and false belief, nor even between knowledge and
mere true belief.

24 See Williamson 2000 for more on the associated conception of mind and knowledge.
The idea that all thinking qualifies as such by being appropriately related to knowing was advo-
cated by John Cook Wilson (1926, vol. 1, 35-40, also for the view that knowledge is indefin-
able). He defends a neo-Aristotelian version of common sense realism on which ordinary lan-
guage has a central role in metaphysics. Of the ‘examination of the meaning of grammatical
forms’ and the consideration of ‘certain distinctions of the kind called metaphysical’ he says
‘The two investigations are necessarily connected with one another; for since the sentence or
statement describes the nature of objects and not any attitude of ours to the objects described,
in the way of apprehension or opinion, its meaning is wholly objective, in the sense that we have
already given to objective. That is, it is about something apprehended, in the case of knowledge
for instance, and not about our apprehension of it” (1926, vol. I, 149). In some very general
respects the present paper belongs to a tradition that runs from Cook Wilson to Prichard and
others, then to Austin and later to John McDowell; see Marion 2000. It hardly needs saying that
there are also very significant differences between these philosophers.
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6. Knowledge and intuition.

An externalist picture of the mind has been sketched, with the broadest strokes,
on which the nature of reference embodies a bias towards the evaluation of
judgements as knowledgeable, not merely true. Given our tendency to judge
as we are inclined to judge, the bias extends to conscious and unconscious in-
clinations to judgement. That all helps put the burden of proof on sceptics
about judgement to argue that their radical scenarios deserve to be taken more
seriously than do the radical scenarios for scepticism about perception. Al-
though we can allow that scenarios of both sorts are metaphysically possible,
much more than that is needed to justify serious doubt. The burden of proof
on the sceptic about judgement is particularly heavy when the proposed sce-
narios make vast ranges of common judgements false or otherwise unknowl-
edgeable, as many of them do.?’
Someone might respond thus:

# Granted, when we are consciously inclined to judge that P, we often
but not always know that P. That we are consciously inclined to judge
that P should therefore be treated as good but defeasible evidence for
the claim that P. It is just one more part of the total body of evidence
on which philosophical theories should be evaluated.

What # perversely ignores is the evidential role of the fact that P itself, as op-
posed to that of the fact that we are consciously inclined to judge that P. After
all, if we do know that P, would it not be negligent not to use that knowledge
in evaluating a philosophical theory to which it is relevant? Philosophy is hard
enough already: why should we make it even more difficult by forbidding our-
selves to bring some of our knowledge to bear? We are not obliged to fight
with one arm tied behind our back.?

Someone might reply on behalf of # that, if we know that P without know-
ing that we know that P, then the knowledge does not really help. But that re-
sponse is doubly inadequate. First, it gives no more reason to deny that we
know that we know that P than to deny that we know that P in the relevant
cases. Although we cannot expect to have infinitely many iterations of knowl-
edge, for more than computational reasons (Williamson 2000, 114-34), that
general point merely shows that we must sometimes simply apply our knowl-

25 The case of folk physics, mentioned in section 1, does not constitute a sceptical sce-
nario, for folk physics plays a role in generating much knowledge of particular facts about our
environment.

26 See Williamson 2000, 184-208 for defence and development of the conception of our
total evidence as everything that we know.
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edge, without first checking whether we know, for otherwise we get stuck in
an infinite regress of checks. That is the second problem for the envisaged de-
fence of #. It gave us no reason to think that we are entitled to rely on the prem-
ise that P in philosophical discussion only if we know that we know that P.

When we know, there is presumably something non-trivial to be said about
how we know. But we may know that P, and even know that we know that P,
without knowing how we know that P. Perhaps we know that we know the truth
of some logical or mathematical axioms without knowing how we know their
truth. Similarly, the epistemic load that considerations of theoretical elegance
and simplicity bear in theoretical physics seems as indispensable as it is hard
to explain. But for many judgements that philosophers are tempted to classify
as intuitive, the question ‘How do you know?’ is not especially puzzling. There
is no special mystery as to how we know that there are mountains in Switzer-
land. We can say how we know, typically by describing the process by which
we acquired the knowledge, without having to convince the sceptic who doubts
that we know.

The knowledge maximization principle is not itself intended as an answer
to the question ‘How do you know?’. The knowledge maximized may have been
acquired by quite familiar means of perception, memory, testimony and infer-
ence, and perhaps whatever means we use to learn about modal facts. The
proper response to scepticism about judgement is not to postulate intuition as
a separate means to knowledge to underpin all the others but rather to challenge
the sceptical idea that they need such underpinning. Its supposed function
would be to rule out the scenarios that motivate scepticism about judgement.
But a good answer to the question ‘How do you know that P?’ need not specif-
ically address far-fetched sceptical scenarios for the belief that P, since specific
consideration of them need not have occurred when the knowledge was ac-
quired. Knowledge maximization is a factor, typically unnoticed by sceptics
about judgement, that makes their scenarios more far-fetched than they realize.

The sceptic may go on to ask ‘How do you know that you are not in this
sceptical scenario for the belief that P?’. That P entails that we are not in the
sceptical scenario, so we might answer ‘By knowing that P and deducing that
we are not in the sceptical scenario’. Many philosophers feel uneasy about that
answer; they fear that it somehow begs the question against the sceptic, espe-
cially when the answer to the question ‘How do you know that P?” ignored the
sceptical scenario. Whatever the reason for that unease, it is in no way specific
to scepticism about judgement. It arises equally for scepticism about percep-
tion. We do not let the sceptic about perception’s scenarios panic us into seri-
ous scepticism about perception. We should be equally reluctant to let the scep-
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tic about judgement’s scenarios panic us into serious scepticism about judge-
ment. That the sceptic about perception wears the traditional garb of the
philosopher while the sceptic about judgement dresses up in a scientist’s white
coat should not blind us to the underlying structural similarity of their argu-
ments. Much remains to be done in the diagnosis and treatment of those ar-
guments, but we are not obliged to be sceptics until the work is completed.

In less counterfactual mode, the sceptic tries to induce a crisis of confid-
ence in present common sense by pointing towards a present or future scient-
ific outlook that stands to present common sense as the latter stands to a stone
age outlook. But the analogy rebounds against scepticism about judgement.
For although it is plausible that stone age people had many false beliefs about
the general nature of the world, it is equally plausible that they had significant
knowledge of their local environment. We have no good reason to think that
there was ever a stage at which humans had beliefs without knowledge. Knowl-
edge maximization plausibly suggests that our ancestors had some primitive
knowledge as soon as they had some primitive beliefs; it is not as though ar-
chaeology suggests otherwise. Similarly, if it is plausible to attribute primitive
beliefs to some non-human animals, it is equally plausible to attribute to them
some primitive knowledge of their local environment.

What are we to make of empirical evidence for clashes of intuition? There
is empirical evidence that eye-witness reports of events are alarmingly unreli-
able. Such evidence gives us good reason to be somewhat more cautious than
we might otherwise have been in our use of perception, memory and testi-
mony; it does not give us good reason to discount all evidence reached through
perception, memory or testimony (including the empirical evidence about eye-
witness reports). Similarly, clashes of what philosophers call ‘intuition’ give
us good reason to be somewhat more cautious than we might otherwise have
been in our applications of philosophically significant concepts; they do not
give us good reason to discount all evidence reached through such applica-
tions. It would be rash to assume without evidence that skills at eye-witness
reporting are evenly distributed across individuals or social groups; it would
be equally rash to assume without evidence that skills at applying abstract con-
cepts to complex examples are evenly distributed across individuals or social
groups. Legal or philosophical training may even improve such skills: although
it is harder to find an uncontroversial test of that hypothesis than of one about
the effect of training in eye-witness reporting, that is not evidence against the
hypothesis.

Consider this analogue of # concerning evidence for or against empirical
theories:



Philosophical ‘Intuitions’ and Scepticism about Judgement 151

#Ht Granted, when we are inclined to judge perceptually that P, we often
but not always know that P. That we are inclined to judge perceptu-
aly that P should therefore be treated as good but defeasible evidence
for the claim that P. It is just one more part of the total body of evi-
dence on which empirical theories should be evaluated.

What ## perversely ignoresisthe evidential role of the fact that Pitself, as op-
posed to that of the fact that we are inclined to judge perceptually that P. After
al, if we do know that P, would it not be negligent not to use that knowledge
in evaluating an empirical theory to which it isrelevant? It would not advance
scienceto insist that scientists' evidence cannot include the fact that 19 out of
20 rats fed the substance died within 24 hours, but only the fact that the sci-
entist was perceptually inclined to judge that 19 out of 20 rats fed the sub-
stance died (only the former fact leads itself to statistical analysis). Such
claims about inclinations to judgement are not infallible. Indeed, they are less
amenabl e to public checking by the scientific community than are claimsabout
what the outcome of the experiment actually was. Of course, it may later turn
out that a disgruntled lab technician fed the rats the wrong substance, but the
proper response to such remote possibilities is to backtrack if one of them is
found to obtain, not to make a futile attempt in advance to identify evidence
for which backtracking will not be required in even the remotest eventualities.

In philosophy as in empirical science, our evidence does not consist of facts
with respect to which we are infallible. Ordinary knowledge is enough. We
have no general guarantee against the possibility that we did not know some-
thing that we thought we knew. In philosophy, the evidence is even more con-
tested than in empirical science. As we saw in section 2, even psychologized
evidence is philosophically contentious. The philosopher’s predicament is
comparable to that which would face the empirical scientist if accusations of
falsified evidence were vastly more common in science than they actually are.
Whatever the discipline, when someone disputes the evidence, it is often bet-
ter to look for common ground on which to pursue the argument than to ride
roughshod over the objections. For that temporary purpose, we may refrain
from treating the disputed evidence as evidence. But that does not entail that
it should never have been treated as evidence in the first place. Moreover, the
search for common ground can be taken too far, especially with an irrespon-
sible opponent who does not scruple to challenge any inconvenient evidence.
A sufficiently ruthless sceptic can challenge everything that we offer as evi-
dence, by always demanding a proof; that should not drive us to suspend all
our evidence. At some point we are entitled to hold on to what we know, and

apply it.
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In philosophy, our evidence consists of a miscellaneous mass of knowl-
edge, expressed in terms of all kinds, some from ordinary language, some from
the theoretical vocabulary of various disciplines. Some of it consists of knowl-
edge about our own mental states; most of it does not. Anything we know is
legitimate evidence. Inevitably, philosophers make mistakes, sometimes treat-
ing as known what is unknown, or as unknown what is known. Since philos-
ophy is unusually tolerant of scepticism, the extent of our evidence is unusu-
ally contested in philosophy. Our fallibility about our evidence is unavoidable;
we have no alternative but to muddle through as best we can.

Metaphilosophical talk of intuitions obscures our real methodological sit-
uation in at least two ways. First, it feeds the methodological illusion of an in-
contestible starting-point, if not of intuited facts, then of facts as to what we
intuit. There is no such starting-point; evidence can always be contested. Sec-
ond, it conceals the continuity between philosophical thinking and the rest of
our thinking. So-called intuitions involve the very same cognitive capacities
that we use elsewhere, but deployed in contexts in which scepticism about
judgement is salient. If we want to identify what is genuinely distinctive in
philosophical thinking, we should stop talking about intuition.?’
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